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ABSTRACT

This paper, introduces the application of Content-Based
Music Information Retrieval (CBMIR) in wireless ad-hoc
networks. We investigate for the first time the challenges
posed by the wireless medium and recognise the factors
that require optimisation. We propose novel techniques,
which attain a significant reduction in both response times
and traffic, compared to naive approaches. Extensive ex-
perimental results illustrate the appropriateness and effi-
ciency of the proposed method in this bandwidth-starving
and volatile, due to mobility, environment.
Keywords: music information retrieval, content-based
similarity, wireless ad-hoc, P2P

1 Introduction

1.1 An emerging way of music distribution

Imagine jogging or resting in London’s Hyde Park while
listening to music through your enhanced pocket-sized ul-
tralight device. A device that, apart from the ability to
play pre-stored music likeApple’s iPodin a area which
is not covered by wireless local area networks, can also
search for and acquire music songs from other people’s
similar musical prodigies. This is feasible, as the device is
equipped with wireless connectivity and can participate in
an ad-hoc network formed with devices being in its close
proximity.

Being already at the end of an era for the traditional
music distribution (Premkumar, 2003), the development
of technologies like MP3 (and supporting applications
for their distribution, e.g.,Apple’s iTunes, MS iMusic
online music services) and the penetration of the World
Wide Web, have reshaped the market model and changed
consumer’s buying behavior. The maturing distributed
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file sharing technology, implemented by peer-to-peer net-
works, enables the dissemination of musical content in
digital forms, permitting customers an ubiquitous reach
to stored music files.

The widespread penetration of the wireless networks,
e.g., wireless LANs, GPRS, UMTS, creates brand new
opportunities for music delivery, e.g., pioneering applica-
tions (Roccetti et al., 2005) supporting the distribution of
MP3-based songs to 3G UMTS devices. Such applica-
tions are supported by the existence of a central server,
which receives requests for and delivers audio files to the
mobile clients. These single-hop infrastructure wireless
networks are not the only possible alternative for mu-
sic delivery. The emergence of wireless ad-hoc networks
will probably give rise to scenario like the one previously
mentioned. The salient characteristics of these networks,
i.e., dynamic topology, bandwidth-constrained commu-
nication links and energy-constraint operation, introduce
significant design challenges.

Limited research work dealing with the issue of de-
livering streaming media (audio and video) in wireless
mobile ad-hoc networks (Baochun and Wang, 2003) does
exist. Though, there are no prior efforts that deal with
content-based music information retrieval over ad-hoc
networks, where mobile clients place queries (through
humming or small samples) that search for music pieces
containing parts similar to the query excerpt.

1.2 Requirements posed by the wireless medium

The focal point of this work is the development of meth-
ods for searching by content in wireless ad-hoc networks,
where the querier receives music excerpts matching to a
posed query. Note that for the legal issues concerning the
transferring and reproduction of pieces found, CBMIR ap-
plications in wireless networks, can adopt the solutions
proposed in the context of online music distribution over
wired P2P networks (Kalker et al., 2004).

Despite the relationship of the searching procedure
with the latest approaches for CBMIR in wired P2P net-
works (see Section 2.1), the wireless medium poses new
and challenging requirements, which call for new solu-
tions. These requirements are summarised as follows:

1. CBMIR methods for wired P2P networks do not con-
sider the continuous alteration of the network topol-
ogy, which is inherent in wireless ad-hoc networks.
One impact of this mobility is that selective propa-



gation of the query among peers, e.g., by using data
indexing like DHT as proposed by (Tzanetakis et al.,
2004) or caching past queries ((Kalogeraki et al.,
2002) for text documents and (Karydis et al., 2005b)
for music), is not feasible. Additionally, the recall of
the searching procedure is affected by the possibility
of unsuccessful routing of the query, as well as the
answers, over the changing network topology.

2. The need to reduce traffic by replacing the origi-
nal query with a newly developed representation that
utilises novel, appropriate transcoding schemes. Al-
though traffic concerns CBMIR in wired P2P net-
works too, the requirement of traffic reduction is
much more compelling in wireless ad-hoc networks
due to node constraints in processing power and au-
tonomy.

3. In CBMIR over wired P2P networks, should a match-
ing music excerpt is found, it can immediately be
returned to the querying node, since the querier is
directly accessible (through its IP address). In con-
trast, in wireless ad-hoc networks the answers to the
query have to be propagated back to the querier via
the network (the querier is not directly accessible).
This requirement further burdens traffic.

Although some aspects of the aforementioned issues
are being considered by algorithms proposed for the prob-
lem of routing in wireless ad-hoc networks, they consider
neither the peculiarities of searching for CBMIR purposes
nor the size of the transferred data, since music data are
considerably larger than routing packets.

1.3 Contribution and paper organisation

To address the requirements posed by the wireless
medium, we propose the following techniques:

1. To fulfill the first requirement, we perform breadth-
first searching over the wireless ad-hoc network us-
ing knowledge about neighbouring peers (obtained
by probing neighbourhood at specific time points).
This approach can cope with mobility, maintain in-
creased final recall, and constraint the drawbacks of
flooding, e.g., excessive traffic due to multiple broad-
castings (explained in Section 2.3).

2. The second requirement is addressed by a technique
that uses a concise, feature-based representation of
the query with reducing length. The reducing-length
representation (a.k.a transcoding) that we propose
drastically degrades traffic, while reducing the com-
putation performed at each peer as well.

3. For the additional traffic produced by the third re-
quirement we propose: (i) to constraint the number
of peers involved for the propagation of the answers,
by exploiting any peers that were involved during the
propagation of the query, (ii) to allow such peers to
prune the propagation of answers, based on a prop-
erty of the previously described representation.

To our best knowledge this work is the first to exam-
ine the issue of CBMIR in ad-hoc wireless networks. The
contributions are: the introduction of the problem and the

identification of the resulting requirements, a novel al-
gorithm that combines the aforesaid techniques and ad-
dresses the posed requirements, and extensive experimen-
tal results, which illustrate the efficiency of the proposed
algorithm.

The rest of the paper is organised as follows. Sec-
tion 2 describes background and related work. Section 3
provides a complete account of the proposed method as
well as two baseline algorithms. Subsequently, Section 4
presents and discusses the experimentation and results ob-
tained. Finally, the paper is concluded in Section 5.

2 Background and related work

2.1 CBMIR in P2P networks

Research related to the application of CBMIR in wired
P2P networks is recent. In one of the first attempts,
(Wang et al., 2002) present four P2P models for CBMIR,
which include centralised, decentralised and hybrid cate-
gories. Another research based on a hybrid configuration
is presented in (Tzanetakis et al., 2004), in which the au-
thors propose a DHT-based system utilising both manu-
ally specified attributes (artist, album, title, etc.) and ex-
tracted features in order to describe the musical content
of a piece. (Yang, 2003), proposed the utilisation of the
feature selection and extraction process for CBMIR in a
decentralised unstructured P2P system. Finally, (Karydis
et al., 2005b) investigated CBMIR in P2P networks under
the time-warping distance.

This work deals with a wireless ad-hoc network,
where two nodes can communicate only if in close prox-
imity (in-range). In this type of network peers partici-
pate randomly and for short term, and when they do, they
change frequently their location. These factors cause ex-
isting approaches, e.g., indexing, to become inapplicable.

2.2 Features for CBMIR

The selection of appropriate features is very important in
music information retrieval. Meaningful features help in
the effective representation of the objects and enable the
use of indexing schemes for efficient query processing. In
this work, we do not concentrate on devising new features.
Instead, we are interested in a methodology for the search-
ing procedure. Thus, we apply a feature extraction process
based on the wavelet transform. Wavelet transforms pro-
vide a simple but yet efficient representation of audio by
taking into consideration both non-uniform frequency res-
olution and impulsive characteristics (C. Roads and Poli,
1997). In detail, we consider the Haar wavelet transfor-
mation, as it is easy to compute incrementally, and for its
capability concerning the capture of time dependant prop-
erties of data and overall multiresolution representation of
signals (Kin-Pong Chan and Yu, 2003).

2.3 Information discovery in mobile ad-hoc
networks

A mobile ad-hoc network (MANET) is a collection of
wireless mobile hosts forming a temporary network with-
out the aid of any centralised administration or standard



support services regularly available on the wide area net-
work to which the hosts may normally be connected.
When a source node desires to send a message to some
destination node and does not already have a valid route to
that node, it initiates a path discovery process to locate the
destination. It broadcasts a route request to its neighbours,
which then forward the request to their neighbours and so
on, until the destination or an intermediate node with a
route to the destination is located. Nodes are identified
by their IP address and maintain a broadcast ID, which
is incremented after every route request they initiate. The
broadcast ID together with the node’s IP address, uniquely
identify a route request. In the same manner, the transmit-
ted data requests can be identified.

There is no prior relevant work on performing content-
based information retrieval in MANETs, though there
is a wealth of routing algorithms. For wireless ad-
hoc networks there have been proposed various rout-
ing/discovery protocols, which roughly fall into the fol-
lowing categories: a) table-driven routing protocols, b)
source-initiated on-demand routing protocols, and c) hy-
brid routing protocols. Apart from the former, the re-
maining two families of information (node) discovery pro-
tocols rely on some form ofbroadcasting. Flooding is
the simplest broadcasting approach, where every node in
the network forwards the packet exactly once. Flood-
ing, though, generates too many redundant transmissions,
causing thebroadcast storm problem(Ni et al., 1999).

Various algorithms have been proposed to address this
problem (Lou and Wu, 2004). They can be classified
as follows: a)probabilistic approaches(counter-based,
distance-based, location-based), and b)deterministic ap-
proaches(global, quasi-global, quasi-local, local). The
deterministic approachesprovide full coverage of the net-
work for a broadcast operation, by selecting only a subset
of nodes to forward the broadcast packet (forward nodes),
and the remaining nodes are adjacent to the nodes that for-
ward the packet. The selection of nodes is done by exploit-
ing “state” information, i.e., network topology and broad-
cast state (e.g., next selected node to forward the packet,
recently visited nodes and their neighbour sets).

3 Searching algorithms for CBMIR in
wireless ad-hoc networks

3.1 Outline

The searching process is initiated at the querying peer,
aiming at detecting sequences in other peers containing
excerpts whose distance (defined in Section 3.2) from the
query sequenceQ is less than a user-defined thresholdε.
The length of detected excerpts is equal to the length ofQ.

Due to the described requirements of the wireless
framework, the examined problem is formulated as fol-
lows: (i) Peers that have qualifying sequences have to be
reached in a way that addresses their mobility and min-
imises the traffic. Because of their relative positions and
of the preferred tolerance to traffic (see below), all such
nodes may not be possible to reach. (ii) At each reached
peer, the qualifying sequences have to be detected by de-
taining the peers as little as possible. (iii) Each qualifying
sequence has to reach the querier in a way that reduces

traffic. Notice that the answers may have to be routed
back to the querier by following paths different from those
through which the peers with qualifying sequences were
reached, since intermediate peers may have changed their
position, and therefore may be out of range. Due to this
effect, every detected answer may not be possible to reach
the querier. An example is illustrated in Figure 1.

P1

P2

P3

P4
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P1

P2

P3

P4

Bwd phase
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Figure 1:The querier is peerP1. During the forward phase (a),
R is received by peersP2 andP3. During the backward phase
(b), answers can be directly returned byP2 (still in range ofP1).
Due to relative movement,P3 is, now, out of range. Thus its
answers are routed throughP4 (which was previously out the
range ofP1).

To address traffic minimisation,Q is transformed
to a representation form, denoted asR, through which
qualifying sequences are detected. The impact of
the selection ofR will be explained in the follow-
ing. Evidently, R must present no false-negatives.
However, its particular implementation determines
whether false-positives may be produced or if they
will be definitely avoided. Based on all the afore-
mentioned issues, an abstract schema to describe the
entire searching process consists of the following steps:

1. User poses a queryQ.
2. Q is transformed to a representation formR.
3. R is broadcast to all peers in range.
4. Qualifying sequences (true- and false- positives)

detected at each peer comprise an answer-set.
5. Each answer-set is broadcast back to the querier.
6. Resolution of false-positives (possible places are: at peers

that provide answers, at the querier, at intermediate peers).
7. Return of actual matches to the user/application.

In the following, the seven aforementioned steps are
summarised according to four resulting events:query ini-
tialisation (involves steps 1, 2, 3), reception ofR (involves
steps 4, 5), reception of an answer-set (involves steps 5, 6)
and answer-set reaching the querier (involves step 7).

During the propagation ofR resulting from step 3, by
appropriately tagging it with an ID (see Section 2.3), peers
that have already received it will perform no further ac-
tion, in order to avoid duplicate effort. Additionally, the
propagation ofR to the neighbouring peers is controlled
by a parameter calledmaxhop, which is a counter that is
decreased at each receiving peer. Its initial value, at the
querier, is equal toMaxHop. This value corresponds to
the preferred tolerance to traffic. The propagation of an-
swer sets (resulting from step 5) is handled analogously,
by employing again amaxhopparameter (the same initial
value,MaxHop, is used).

Evidently, the searching process consists of two
phases: (i) a forward phase, during whichR is propa-
gated and (ii) a backward phase, during which answers are



routed back to the querier. The two phases are interleaved,
since during the propagation ofR by some peers, other
peers are returning answers to the querier. In general, the
volume of information transferred during the backward
phase is larger than that of the forward phase.

In the sequel, we first present some details on the ac-
celeration of similarity searching within each peer by us-
ing indexing. Next, we describe two algorithms (provided
for comparison purposes), which follow simplistic deci-
sions. Finally, the proposed method is studied.

3.2 Indexing within peers

In each peer, the original audio sequences are transformed
to a number of multidimensional points by applying a slid-
ing window to the audio data and by applying the Discrete
Wavelet Transform (DWT) to each window. Therefore,
each audio sequence produces a set of multi-dimensional
points in the feature space. The dimensionality of the
transformed space depends on the number of DWT coeffi-
cients that will be used for the representation. By keeping
the first few DWT coefficients the size of the original au-
dio sequence is reduced significantly.

(Chan and Fu, 1999) proved that no false dismissals
are introduced when using this transformation technique.
However, false-positives are a possibility and thus require
resolution. They also proved the property of preservation
for the Euclidian distance. Although this distance measure
is simple, it is known to have several advantages (Keogh
and Kasetty, 2002). Nevertheless, the proposed methodol-
ogy does not decisively depend on the particular features
and distance measure, which are used herein following
simplicity as well as computation efficiency reasons.

To achieve efficient retrieval of sequences contain-
ing parts similar to the query sequenceQ, the trans-
formed audio sequences are organised by means of an in-
dexing scheme. However, the direct indexing of multi-
dimensional points in feature space, would lead to large
storage consumption, since each audio sequence can gen-
erate a large number of multi-dimensional points. To over-
come this problem we perform a grouping of points from
consecutive windows, which are also close enough, with
Minimum Bounding Rectangles (MBRs). MBRs are or-
ganised by means of an R∗-tree (Beckmann et al., 1990)
or any other multi-dimensional access method. An anal-
ogous type of indexing for audio sequences for the pur-
pose of similarity searching has been described by (Kary-
dis et al., 2005a).

3.3 Algorithm based on minimal query
representation

Due to the previously described indexing scheme, it is
evident that the minimal representationR of the query
sequenceQ consists of a number of DWT coefficients,
which allow index probing in the examined peers. The
number of coefficients used is pre-specified, since all in-
dexes have the same dimensionality. Opting for low traf-
fic during the forward phase, an algorithm, denoted asCQ
(querying byCoefficients, resolution atQuerier), selects
for R this minimal representation.

The steps of CQ are summarised according to the ac-
tions performed for each occurring event (see Section 3.1),
as follows:
Query initialisation: The querier setsR as the query

coefficients and propagates (broadcasts) it to all its
neighbours.

Reception ofR: Upon the reception ofR, each peerP
probes its indexes and produces a list of results.
SinceR consists only of DWT coefficients, this step
produces both true and false-positives. The answer-
set (i.e., all found positives from this node) is prop-
agated back to the querier, by broadcasting it to all
neighbours ofP (backward phase). Accordingly,
should there be available maxhop,R is conveyed to
all P ’s neighbouring peers (forward phase).

Reception of an answer-set:Each peerP , that is not
the querier, receiving an answer-set, continues the
propagation (backward phase) to all its neighbouring
peers, whileMaxHop has not been reached.

An answer-set reaches the querier:When an answer-
set reaches the querier, then the result sequences are
resolved against the query sequence and all true pos-
itives are presented to the user.

By choosingR to contain only the DWT coefficients,
CQ is expected to produce very low traffic for the forward
phase. However, by using only the DWT coefficients, it
may result to a large number of false-positives. This is
due to the fact that the coefficients may not be able to per-
form effective pruning, especially for query sequences of
larger length and for larger values ofε. Hence, the traffic
during the backward phase is going to be significantly af-
fected, since answer-sets will be large in number and size
(recall that the backward phase is much more demand-
ing). This is further aggravated, since CQ does not use
any devisable policy for the routing of answer-sets (it per-
forms plain propagation by broadcasting to all neighbour-
ing peers). Accordingly, it is expected that the traffic of
the backward phase will be prohibitive for CQ.

3.4 Algorithm based on maximal query
representation

Considering the antipodal of the previous case, one can
opt for eliminating the burden to the backward phase
caused by false-positives. This can be achieved by choos-
ing R equal to the maximum possible representation, that
is, the entire query sequenceQ. In order to be able to
perform index probing (i.e., to avoid sequential searching
at each peer), the DWT coefficients are also included in
R, however its size is dominated by the size of the query
sequence. The advantage of this choice is that at each
peer, after some matches have been found by index prob-
ing, these results can be immediately tested against the
query itself (refinement). Thus, no false-positives will be
included in the answer-sets. The resulting algorithm is
denoted asQL (full Query,Local resolution at peers). As
previously, the steps of QL can be summarised according
to the actions performed for each occurring event:
Query initialisation: The querier assigns toR the en-

tire query sequence (plus the query coefficients) and
propagates (broadcasts) it to all its neighbours.



Reception ofR: Upon the reception ofR, each peerP
probes its indexes, resolves the false-positives, and
produces a list of results (only true-positives). The
answer-set is propagated back to the querier, by
broadcasting it to all the neighbours ofP (back-
ward phase). Accordingly should there be avail-
ablemaxhop, R is conveyed to allP ’s neighbouring
peers (forward phase).

Reception of an answer-set:Each peerP , that is not the
querier, receiving an answer-set, continues to propa-
gate it (backward phase) to all its neighbouring peers
as long as there is available maxhop.

An answer-set reaches the querier:When an answer-
set reaches the querier, then the result are immedi-
ately presented to the user.

In contrast to CQ, QL manages to decrease the exces-
sive traffic of the backward phase. However, this comes
at the cost of increasing the traffic of the forward phase,
since the entire query is propagated. Although the back-
ward phase is more crucial, the forward phase requires
optimisation too, especially in the case of large query se-
quences. Moreover, like CQ, QL does not use any de-
visable policy for the routing of answer-sets (performs
propagation by broadcasting to all neighbouring peers).
Thus, the improvement of backward traffic is expected to
be moderate.

3.5 Proposed algorithm

From the description of CQ and QL algorithms, it is clear
that they refer to the two extremes with respect to the size
of the query representationR. The result of each decision
is that the backward and the forward traffic is affected, re-
spectively. We devise a hybrid representation scheme aim-
ing towards high performance, which is based on a sam-
ple of the query, plus the DWT coefficients (commonly
used by all algorithms). A sample of the query does not
burden forward traffic as much as in the case whereR
is equal to the entire query sequence, while at the same
time, it can manage to eliminate a significant number of
false-positives. A sample discards a false positive when
the distance between it and the corresponding elements in
the examined sequence is greater thanε. Evidently, the
length of the sample presents a trade-off: a large sample
can prune more false positives, but incurs higher traffic.

The sample used for the representation initially takes
an adequate value (see the section with experimental re-
sults for its tuning) and this size is monotonically reduced
during the propagation ofR in the forward phase. By this
transcoding scheme we attain: (i) to keep forward traffic
low, (ii) the reduction in the processing time at each peer
(the cost of eliminating false drops at each peer depends
on the size of the representation), (iii) we can still develop
a policy for pruning during the backward phase (to be ex-
plained next), thus to reduce backward traffic.

The reduction ofR’s size can be achieved in many
ways. The reduction of the initial value is based on a
sigmoid function. Due to the shape of the function, the
immediate neighbourhood of the querier, which can pro-
vide results faster, receives a largerR, whereas the burden
posed on peers that are far is appreciably smaller.

As mentioned, the reduced representation size does
not inhibit the development of a policy to optimise back-
ward traffic, compared to the plain propagation of answer-
sets to all neighbours, which is used by QL and CQ. The
optimisation is as follows. During the forward phase, each
peer that receivesR, additionally receives the ID of all
peers in the path that was followed from the querier to it.
In the example depicted in Figure 2a, for peerP4 this path
consists of the IDs of peersP1, P2, andP3. These IDs
can be maintained along withR with minimal cost (only
some bytes). When any of such peers that were involved
during the forward phase starts propagating answer-sets
for the backward phase, it has to select which of its cur-
rent neighbouring peers will propagate these answer-set.
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Figure 2:Example of relative locations of peers in forward and
backward phase.

The simplistic decision followed by QL and CQ, is to
propagate to all neighbours. In contrast, we exploit any
peers that were in the path up to this peer during the for-
ward phase, which are still in range (i.e., they are cur-
rently neighbours). Therefore, if at least a factor, denoted
asneighbour factor(NF), of the current neighbours was in
the path, we select them as the only ones to propagate the
answer-set. If their number does not suffice, then we se-
lect randomly some of the current neighbours (not from
the path) in order to achieve at leastNF neighbours to
propagate the answer-set. In contrast, if their number is
larger thanNF, then they are all selected. For instance, in
the occasion depicted in Figure 2b (which is after some
peers have relocated compared to Figure 2a), and by as-
suming thatNF is equal to two,P4 choosesP3 from the
path, whereasP5 is chosen randomly.

The emphasis on exploiting peers that appear in the
path of the forward phase is based on that: (i) they may
be more promising to reach the querier, and (ii) they may
have received a representation of the initial query with
larger length than that received by the current peer. In
the latter case, we can reduce backward traffic by em-
ploying the selected neighbours for potential pruning of
false-positives. Now it becomes easy to see why we chose
a reduced-size representation, since it is possible to test
against a sample with larger size and reduce the backward
traffic. Notice that the aforementioned conditions are not
always met due to mobility, thus this pruning may not al-
ways be possible.

For the nodes that were selected at random in order
to fulfill the NF parameter, we still provide to them the
knowledge of the path of the peer that initiated the prop-
agation of the answer-set (for the previous example,P5,
which is selected byP4, will know the path fromP1 to



P4). This way, due to mobility, it is possible for such
nodes during the backward phase to find neighbours that
appear in the carried path (again in the same example,P5

finds P2 that was in the path). Therefore, the impact of
such randomly selected peers on the proposed policy may
be kept at a moderate level.

The algorithm that combines all the described tech-
niques is denoted as ST (querying bySample, probable
resolution at peers due to queryTranscoding), and is sum-
marised as follows:

Query initialisation: The querier setsR equal to a sam-
ple with an initial size (parameter) plus the query co-
efficients, and broadcasts it to all its neighbours.

Reception ofR: Upon the reception ofR, each peerP
probes its indexes, resolves as many false-positives
as possible based on the received query sample ofR,
and produces a list of results. The answer-set is prop-
agated back to the querier, by following the described
policy for the backward phase. Accordingly, should
there be availablemaxhop, R’s size is reduced, and
the reducedR is conveyed to allP ’s neighbouring
peers (forward phase).

Reception of an answer-set:When a peer receives a re-
ply, we check if it can resolve any false-positives.
This is true should it had received (if any) a rep-
resentation that was larger than the one that the se-
quences in the answer set were examined previously
(i.e., at the sending peer). After any possible pruning,
as long as there is availablemaxhop, the answer-set
is routed backwards following the proposed policy.

An answer-set reaches the querier:When an answer-
set reaches the querier, initially any remaining false-
positives requiring resolution are checked, and then
the results are presented to the user.

4 Performance evaluation

4.1 Simulation configuration

The performance of the algorithms was compared through
simulation. The settings of the simulation were as fol-
lows. The P2P network had 100 nodes. We used 300
real acoustic sequences, which correspond to various pop
songs. The average duration was about 5 minutes. To ac-
count for the fact that songs (especially the popular ones)
are common in several nodes, we replicated each sequence
to a number of peers (default value equals to four).

Regarding the simulation of mobility, we used the
GSTD simulator (Theodoridis et al., 1999), which con-
siders points moving freely in a 2-D area. We used a
squared area with size equal to 4 Km2, whereas the trans-
mission/reception range of each peer was set to 500 m ra-
dius. Different degrees of velocity were selected for the
moving peers, adjusted by parameters of the GSTD, but
due to lack of space we present results only for the av-
erage walking speed of a human (5 Km/h). Regarding
ST, the default value forNF was 10% of the number of
neighbours at each peer, whereas the default initial sample
size was 10% of the query sequence’s size. For all algo-
rithms, the default value ofε was 0.3, and the default size
(in number of elements) of the query sequence was about

64 K. Additionally, the number of DWT coefficients re-
tained was set to eight. Finally, the default MaxHop was
set to 5. When parameter values are not specified, we as-
sume the default values.

The evaluation metrics are the average traffic (mea-
sured in MB) that each query incurs and the time the first
and last result were discovered (the time of the first result
is an useful measure, since users may terminate searching
early). The results on time reflect the perceived latency
required for the response to the querier. In contrast, total
traffic reflects the load posed to the network in order to
provide responses. Thus, the two factors require separate
consideration. We have to notice that in all presented re-
sults, all algorithms find approximately the same number
of result, i.e., they have about the same average recall (dif-
ference only in few decimal positions, due to the random-
ness in mobility), which guarantees a fair comparison.

We have experimented with the impact of Maxhop,
query range and size, the degree of replication of music
pieces, the number of peers in the network, the transmis-
sion/reception range, the sensitivity against the shape of
the sigmoid function (used by ST),NF and initial sample
factor.

4.2 Experimental results

In our first experiment, illustrated in Figure 3a, we exam-
ined the time of the first and last results against MaxHop
(the time of first result is depicted as a fraction of the total
time for all results, while vertical axis is logarithmic). In-
crease in available MaxHop produces longer times, since
more peers are examined. Though, beyond a value (in
this case, five) few additional results are found, thus the
increase diminishes. In all cases, the increase is far more
steep for CQ. ST clearly outperforms the other algorithms.

This result can be further clarified by the results on
traffic, which are depicted in Figure 3b (the addition of
forward and backward traffic gives the total traffic). As ex-
pected, CQ produces the lower forward traffic in all cases,
QL the highest, whereas the forward traffic of ST is close
enough to that of CQ (the vertical axis is logarithmic).
With regard to the backward traffic, as anticipated, CQ re-
sults to prohibitive values. (For large MaxHop, CQ did not
manage to finish in reasonable time, and the correspond-
ing results are omitted.) QL considerably improves back-
ward traffic, though ST performs significantly better (the
vertical axis is logarithmic), due to the proposed routing
policy for the backward phase. From this result it becomes
obvious that, although the backward phase is in general
more demanding for all algorithms, due to the reduction
of backward traffic attained by ST, the requirement of op-
timising the forward phase, is fair.

Next, we examine the impact of query range. Fig-
ure 3c shows the time of the first and last result against
different ranges (vertical axis is logarithmic). As ex-
pected, the performance of CQ is by far worse than the
others. (For higherε values, CQ could not manage to fin-
ish, thus its results for these values are omitted.) Again,
ST presents the best performance. Analogous conclusions
can be drawn for the traffic (see Figure 3d). As of this
point on, we do not examine CQ any further, since it in-
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Figure 3: Experiments.



cessantly presented the worse performance.
We move on to examine the size of the query (mea-

sured by the number of elements in the query sequence).
The results are given in Figure 3e, which presents the time
of the first and last result against varying query size. The
increase in query size bears an increase in response time
for both QL and ST. The reason for that is the increased
processing required for the determination of matching ex-
cerpts of longer queries, and the increase in transmission
times and traffic due to the propagation of larger repre-
sentations. The latter is illustrated in Figure 3f. For
larger queries the technique used by ST in the forward
phase pays-off significantly. Moreover, the policy for the
backward phase manages to keep the corresponding traffic
quite lower than that of QL.

Finally, we tested the sensitivity of ST against theNF
parameter and the size of the initial sample. The results
for the traffic for varyingNF are illustrated in Figure 3g.
WhenNF is high, the effectiveness of the policy for the
backward phase is limited, since most peers are selected at
random by this policy. Thus, the resulting backward traf-
fic is high (forward traffic is not affected). Notice that, for
the examined range ofNF values, the reduction in traffic
does affect the number of found matches (the difference
between the results for the extreme values ofNF are only
in the order of decimal values). Conclusively, smallNF
values are sufficient. The resulting traffic of ST for vary-
ing initial-sample sizes are depicted in Figure 3h (for bet-
ter illustration, forward traffic is depicted on the top). In
this case, backward traffic is unaffected. As expected, for-
ward traffic increases with increasing sample size. Again,
for the examined range of values, the reduction in traffic
is not combined with a decrease in the number of found
matches. Hence, small initial sample size suffices.

5 Conclusions

In this paper, we introduce the application of CBMIR ap-
plication in wireless ad-hoc networks. We recognise the
new challenges posed by this type of networks. To ad-
dress them, we propose a novel algorithm, which is based
on a twofold optimisation: (i) the use of query represen-
tation with reducing length, (ii) a selective policy for the
routing of answers, which performs additional pruning of
traffic. The combination of these factors attains signif-
icant reduction in both response times and traffic. This
is verified through extensive experimental results, which
illustrate the superiority of the proposed method against
two baseline algorithms. Concluding, we have to mention
that the examined context does not depend on the specific
features and distance measure, since it can be used in com-
bination of several other ones, as long as they allow for a
reducing-length representation.
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